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Abstract

The major goal of dynamic load balancing is not prima-
rily to equalize the load on the nodes of a parallel comput-
ing system, but to optimize the average response time of
single requests or the throughput of all applications in the
system. Therefore it is often necessary not only to keep all
processors busy and all processor ready queue lengths
within the same range, but to avoid delays and inefficient
computations caused by foreseeable but ignored data flow
and precedence constraints between related tasks. We will
present concepts for dynamic consideration of inter task
dependencies within small groups of tasks and evaluate
them observing real applications in a load balancing envi-
ronment on a network of workstations. The concepts are
developed from scheduling of single task graphs towards
heterogeneous multi user operation scenarios.

1 Introduction

The availability of parallel processing systems and com-
puter networks offers a multiple of the processing power,
which can be obtained even from a fast single processor.
However, while applications can fully exploit the capacity
of a single processor, it is hard to decompose and distribute
applications in a way that they actually run faster on some
parallel system. There are problems inherent to the algo-
rithms and hardware, like data dependencies between tasks
or communication cost, which limit task grain size and
achievable speedup. But there is also the important prob-
lem of proper managing parallelism, i.e. how to distribute
the tasks and data among the system. Load balancing of an
application means to exploit parallel processing power as
far as it accelerates the execution, and to assign the tasks of
the application to processors in a way that minimizes syn-
chronization and data communication overhead.

Parallel systems should not be reserved by a single
application but run several applications concurrently. This
enables good usage of the available processing power, pro-
vided that the load is evenly distributed among the system.

Independent applications do not know about the resource
usage of one another. Therefore load balancing in mul-
tiuser environments has to assign and distribute the tasks to
achieve equalized usage of the system resources.

Load balancing should not just try to get each single
task worked off as fast as possible, but maximize the over-
all application throughput. It is a common, but unrealistic
assumption that all tasks are more or less unrelated and the
assignment decisions can be performed isolated for each
task, just considering the total processor loads. To execute
a complex structured group of cooperating tasks as fast as
possible, it is sometimes necessary to prefer more critical
tasks and neglect less critical ones. This concept of task
priorities can be extended to task groups that run concur-
rently. Further it is often essential to consider the data flow
within task groups, because placing a task onto another
processor than its predecessors may cause significant data
communication overhead.

In this paper we will show, how existing concepts for
static scheduling of related tasks can be integrated into
dynamic load balancing schemes. The next two sections
provide some insight into the problem and the basic mech-
anisms that can be found in previous research projects.
After that, the dynamic load balancing environment, into
which the concepts are converted, is introduced and an
application to be used for the evaluation of the concepts is
presented. The remaining sections develop the integration
into dynamic load balancing with different degrees, each
followed by performance evaluations.

2 Motivation and basic concepts

Using three scenarios we will show, what the problem of
scheduling precedence constraint tasks is about and which
potential of performance improvement exists. The exam-
ples are kept simple to focus on the key issue. They all use
a system of equivalent processors; the goal is to execute a
finite set of tasks as fast as possible. Each figure shows the
task precedence graph on the left and two schedules (a) and
(b) on the right. We do not employ specific scheduling
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strategies but give intuitive good schedules, which do not
consider the tasks’ dependencies (a) or exploit them (b).
The schedules consist of one line per processor; the task
executions are drawn on the time axis to the right.

In the first scenario (figure 1) the critical path D-E-F
does not start with the largest task. Schedule (b) is faster,
because it uses not just the task size as priority for assign-
ment but the whole path length from the task to the end.
The same effect would occur, if there were two smaller
tasks E1 and E2 instead of E.

Figure 1: Consideration of the critical path.
The second scenario (figure 2) gives a similar constella-

tion, where the critical part is not only a sequential line of
tasks. So the problem arises, how to schedule several criti-
cal tasks. Schedule (b) recognizes A and C as most impor-
tant and hence yields a faster execution.

Figure 2: Consideration of multiple critical tasks.
The third example (figure 3) contains no critical path; it

has no path longer than other ones at all. But there exists a
critical part within the graph that should be executed priori-
tized, because it requests for more parallel processing
power than other. This parallelism is not visible at the left-
most tasks but arises later on. Schedule (b) performs better,
because task D is preferred due to its following degree of
parallelism.

Figure 3: Reservation for future parallelism in the
critical tree section.
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The examples illustrated the main problems for homo-
geneous processors only. Consideration of task dependen-
cies is even more important if there are processors of
different power. Then higher prioritized tasks should be
assigned to faster processors.

After this motivation we will describe the main classical
methods for static scheduling of tasks within a group
according to precedence constraints.

The first common method is called level scheduling (or
‘highest level first’). The task graph is partitioned into lev-
els, where the first level consists of the initial tasks, which
have no predecessors. On the next level there are tasks that
have only initial tasks as predecessors. This partitioning is

continued until all tasks are placed within some level.
Figure 4 shows the levelling of the task group used in the
second example above. Scheduling works off the tasks
level by level. Within one level, the tasks may be priori-
tized according to their size (heaviest node first strategy).

Figure 4: Task graph levelling.

A more sophisticated method, called priority schedul-
ing, gives priorities according to the accumulated execu-
tion times along the path following the tasks (exit path
length). This is due to the observation that the tasks along
the critical path must be executed sequentially and deter-
mine the run time of the whole task group. The final tasks,
which do not have successors, get priorities according to
their size. After that, priorities are calculated backward
through the precedence graph. A task’s priority is its size
plus the highest priority of its successor tasks. Figure 5
shows the priorities assigned to the tasks used in the first
example (assuming task sizes of 5, 10 and 20). Priority
scheduling assigns all tasks in the order of their priority:
the task, which is executable and has the highest priority, is
assigned to the best processor, i.e. the processor where it is
finished soonest.

Figure 5: Task priorities according to path length
of subsequent tasks.
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This exit path length priority calculation can be extended
using some weighted path length for prioritizing. The idea
is to increment priorities of tasks entailing a high degree of
parallelism. To each task’s priority (calculated like shown
above) the sum of the priorities of all its successor tasks -
except the highest one - is added, divided by the number of
processors. Note that the proposals in literature divide the
sum by the highest priority of its successor tasks, which
makes sense only if task sizes are in the magnitude of one.
Our formula weights according to the significance of the
needed parallelism compared to the available parallelism.
Figure 6 shows the priorities for the tasks of the third exam-
ple with and without weighted path length.

At last we need to mention an apparently restriction for
the applicability of the priority schemes developed above.
Favoring tasks with higher priorities does mainly help to
reduce unnecessary idle times. Idle times can be avoided, if
more parallelism can be set free in a low loaded system, so
that all processors are kept busy (see the third example
above). Further idle times can be avoided, if the system
load collapses after some certain time. For example, most
static scheduling approaches look at a finite set of tasks; if
they are done, no more load will occur. So static scheduling
tries to keep all processors employed until the end. But
more general situations like synchronization points occur
within many applications; they also yield low parallelism
and idle processors, if the parallel tasks do not finish simul-
taneously.

In general, the priorities cannot be fruitfully exploited, if
all processors in the system are so heavy loaded that idle
times are avoidable, even when load balancing ignores task
precedence constraints. In this case, using the priorities
may reduce response times for single tasks or task groups;
it will not increase overall throughput. So, if idle times do
not occur, no dynamic load balancing should happen; if idle
times are avoidable by considering isolated tasks only, no
inter task dependencies need to be exploited.

3 Previous work

Several proposals for static scheduling and static load
balancing can be obtained from literature. For some meth-
ods the best and worst case behavior could be verified for-
mally. Most approaches are restricted to specific application
types or processor structures and investigate only specific
dependency and communication graphs (like in-trees or
out-trees, shown in figure 7).

Hu looks at a set of equal sized tasks within an in-tree
precedence graph and a system of homogeneous processors
[10]. Tasks are given priorities according to their exit path
length (see section 2) and the tasks with higher priorities
are scheduled preferred (priority scheduling).

Figure 6: Comparison of normal and weighted pri-
ority assignment.

Task scheduling of independent exponential distributed
size onto two processors is investigated by [4]. If the prece-
dence constraints are of the form in-tree, then level sched-
uling is proofed to be optimal. This method converges to
the optimum with growing number of tasks even if more
than two processors exist, as explained in [14].

Figure 7: Examples of task graphs structured as
an in-tree (left) or an out-tree (right).

Coffman and Graham develop an algorithm to assign in-
tree constrained tasks onto two identical processors [6]. It
is optimal but suspends and migrates running tasks (pre-
emptive scheduling). This method is extended in [5] for
two heterogeneous processors and arbitrary precedence
constraint graphs. It is proofed to be still optimal.

The best case behavior of some preemptive and non-
preemptive scheduling algorithms is examined in [12].

Pinedo and Weiss [15] investigate methods similar to
the level scheduling scheme. The tasks of the in-tree prece-
dence graph are assigned backwards level by level. Tasks
sizes are independent exponentially distributed. The strat-
egy is shown to be optimal for non-preemptive as well as
for preemptive schemes.

In [13], five heuristic methods are presented within a
simulation tool, which assign tasks onto specific processor
network topologies (ring, mesh, full connected etc.).
Roughly spoken they are simplifications of the priority
assignment method for exit path length prioritized tasks.

A Markov-Chain based simulator is developed in [19] to
examine response times of different assignment strategies.
Task sizes are exponentially distributed. Precedence con-
straints may be probabilistic, i.e. only one of the successor
tasks will be chosen and executed.
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Genetic algorithms can also be employed for task sched-
uling [11].

The following references consider communication rela-
tionships between tasks. Intuitively, parallel running com-
municating tasks should be grouped close together,
successor tasks should be assigned near their predecessors,
from which they accept data. However, some studies found
in literature take the interconnection channels as additional
resources, which also have to be reserved and assigned dur-
ing the scheduling procedure.

Shirazi and Kavi describe an extension of the level
scheduling method to take into account communication
cost between tasks [17]. Without communication, for the
executable task with the highest priority the processor is
chosen, which is the first to become idle. Now, to the time,
when the processor becomes idle, the communication time
needed to get all data from predecessors on other proces-
sors is added. Some further enhanced algorithm is given by
[18].

A similar method which is fast under the assumption that
there are always enough free processors, is presented in [1].

Lewis and El-Rewini [13] (already mentioned above)
also extend two methods to minimize delays due to com-
munication with reusing the same processor like the com-
munication partners of the task.

A modified priority scheduling approach is developed in
[8] to place communicating tasks to processors that are
close together within some certain topology (ring, mesh or
hypercube). The communication delays along the exit path
are also added to each task’s priority.

Winckler gives some strategies to efficiently schedule
relevant cases of very small task graphs at run time [21].

4 The dynamic load balancing environment

To evaluate the real applicability of the concepts we inte-
grated the inter task dependency considerations into an
environment for dynamic load balancing, called HiCon.
This environment is introduced in more detail in [2] and
[3]. For brevity we will restrict here to the issues relevant
for the task dependency concepts. The overall goal of the
HiCon project is the development of advanced, more flexi-
ble and adaptive dynamic load balancing for data intensive
computations on parallel shared nothing architectures like
workstation clusters. Three approaches extent load balanc-
ing to manage a wider range of applications and systems
than possible nowadays. First, load balancing can be shifted
between central and distributed structures. Second, load
balancing is able to dynamically adapt its decision parame-
ters to the current application and system state. Finally, load
balancing may exploit various resource informations for
decision making, like cpu run queue lengths, task queue
lengths, location of data partitions or copies and estimations

about tasks. In this paper we investigate one further infor-
mation source to be exploited by dynamic load balancing:
the precedence constraints between tasks of small groups.

The HiCon model uses a client - server processing
scheme. Applications are functionally decomposed, and a
client, which controls the application flow, issues tasks to
be worked off by some instance of a server class. Of each
server class multiple instances can be distributed among
the processors. There is no explicit communication
between servers; instead, they cooperate by using global
data structures. Data partitions can be accessed in shared or
exclusive mode; data and several copies of them may move
across the system between servers. Parallelism within an
application can be achieved issuing several calls before
awaiting results (asynchronous remote procedure calls). In
this environment load balancing is expected to assign tasks
to servers in a way that maximizes overall throughput. Fig-
ure 8 gives a simplified overview of the load balancing
architecture. The architecture can be extended to multiple
cooperating load balancing components, which manage
partitions of the whole parallel system.

Figure 8: Load balancing architecture.
The task assignment and execution model in HiCon is

defined as follows. Tasks can be kept at the load balancing
component in central queues per server class, load balanc-
ing may assign these tasks at any time in arbitrary order to
some server instance. Servers have local task queues which
are worked of sequentially in first-in first-out order. Once
they are assigned to a server, tasks cannot be migrated any
more. On each processor several servers may reside, even
multiple servers of the same class. When idle, they do not
bind resources, while working they share the processing
power by time slicing. If we restrict the configuration to
one server per processor, the execution model is similar to
the model required by the static scheduling methods.

Load balancing takes periodic measurements of the
hardware usage. Otherwise it is passive and possibly reacts
on different events like call issues, task finishes, processor
load changes or even data movements. It then updates its
information tables, task - server ratings and may assign
several tasks to certain server instances.
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5 A sample application type

For evaluation of the concepts a scenario of parallel
database query processing was realized within the load bal-
ancing environment [20]. Complex database operations
consist of operations like scan, projection, join etc., which
partially depend from each other, because they need the
intermediate results of other operations. The dependency
graph is usually in-tree structured (see section 3). These
precedence constraints, together with estimations about the
task sizes are available at the start time of the query,
because they are generated by query compilers and opti-
mizers. However, static (compile time) scheduling is not
applicable, because the sizes of the base relations and in
consequence the task sizes change, the system load situa-
tion changes and even the location of the data may change.
Dynamic query optimizing is necessary, but this is still
object of research efforts (for examples see [7], [9]).

The implemented scenario enables the execution of com-
plex structured queries. The available basic operations are
projection (election of columns), selection (election of rows
which fulfill some predicate), and join (tupel combinations
of two relations, which fulfill some matching predicate).
The base relations and also the intermediate results can be
arbitrarily partitioned horizontal into separate files by clus-
tering key ranges. So the basic operations can by paralleli-
zed according to the partitioning of the participating
relations. Further there are operations to create complete
base relations for start-up.

Figure 9: Operator tree of the query example.

The measurements shown below base on executions of
the following query (relational algebra notation): R7 =
((σa1>15000 R0) xa0=a0 R1) xa0=a0 (Πa0 (σa1>100R2)). Figure
9 gives the sequential operator tree for the query, Figure 10
shows one possible parallel query execution graph.

The tasks are tagged with numbers and the width of a
block is proportional to the size of the task. Tasks are in the
range of 3 seconds up to 2 minutes. Base relations are parti-
tioned into 14, 21 and 28 partitions respectively and ini-
tially contain 1000 tupels per partition. This non-trivial
parallelization was chosen for the evaluation, for it proofs
that the dependency considerations apply to arbitrary
graphs, not only to special forms.

R0

R3 = σ R0 R1

R5 = R3 x R1

R2

R4 = σR2

R6 = Π R4

R7 = R5 x R6

Figure 10: Task dependency graph for the parallel
query execution.

The measurements were performed within a network of
workstations, a 18 MIPS node for the load balancing com-
ponent and client, two 34 MIPS nodes and one 16 MIPS
node running one server each. The slow processor P3 was
used to see, how load balancing takes into account the dif-
ferent processing power. For the multi user concurrency
measurements we had to use another slow processor for P2
due to technical reasons.

6 Integrating task dependency consideration
into dynamic load balancing

In the first approach we tried to keep close to the tradi-
tional scheduling approaches. Announced task groups can
be scheduled after the level method or the priority schedul-
ing method. The assignment of the expected tasks to pro-
cessors is fixed at the announcement time (usually at run-
time immediately before the task group is started). How-
ever, our experiences showed that it is unrealistic in a real
environment to stick to the assignment time points
obtained from the schedule. There are non-negligible sto-
chastic deviations in task execution times. So we decided
to keep just the reasons for the assignment time points. The
client of the application guarantees that actual executable
tasks will arrive corresponding to the precedence con-
straints. With its assignment time points the scheduling
yielded additional precedence constraints, which should
be remembered by the load balancing strategy. This
method ensures that the basic results of the scheduling
algorithm are exploited, but the success of the planning
survives some arbitrary stretching of the participating tasks
due to client’s miscalculation of task sizes or system per-
formance degradation due to foreign load. For an example
of additional precedence constraints look at Figure 1: task
B should wait until the finish of more critical task D.

This information (processor assignments and additional
precedence constraints for each task of the group) is just
stored at the load balancing component after the group
announcement. It can be used later for assignment deci-
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sions when the single tasks actually arrive, now ready for
immediate execution.

For performance evaluation we observed the database
retrieval scenario (see previous section) under different
load balancing strategies:
• Round Robin ignores the scheduling information and

yields a simple strict round robin assignment of tasks to
servers.

• Highest Level First / Heavy Node First uses the informa-
tion obtained by a level scheduling algorithm (see sec-
tion 2). We also investigated a modified form that takes
into account the communication overhead due to data
movements, if a task runs on a different processor than
its successor tasks. When choosing the best processor
for a task, this communication time is added to the
expected execution time.

• Critical Path exploits the information from a priority
scheduling algorithm with exit path length as task prior-
ity (also presented in section 2). The weighted exit path
length yields the same scheduling in this case and there-
fore was not mentioned further.
Figure 11 showsGantt diagrams for the task executions.

The gray areas within task execution boxes give the
amount of time spent for data communication. While the
advantages of the preplanning are obvious, the difference
between the scheduling policies are less significant, at least
for this example. The actual execution times are partially
different from these shown in figure 10, because processor
P3 was slower than P1 and P2.

7 Extending task dependency consideration
for heterogeneous multiuser operation

The second approach to integrate scheduling techniques
for interdependent tasks into dynamic load balancing is
more flexible and less sensitive to inaccuracy of task size
prediction. It allows to employ all the rating and assign-
ment strategies that were developed for load balancing
without consideration of inter task dependencies. Further it
is now able to deal with mixed announced and unrelated
tasks as well as tasks of different independent task groups.
The second approach is defined as follows:
• Clients may announce task groups arbitrarily at run time.

Announced tasks will be placed into the central task
queue of the class. They are marked as ‘not yet execut-
able’ until the actual call arrives.

• Each task in the central task queue is attributed with a
priority. This priority can be the size of the task, or, if
the task belongs to an announced group, additional the
length of its exit path or just the group’s average task
size multiplied by the number of successor tasks. Note
that priorities have the unit ‘work request size’ (number
of instructions to perform). The idea is that each task’s
priority reflects its amount of processing requirements,
maybe plus the processing requirements it entails. The
scheduling informations like ‘favorite processor’, addi-
tional precedence constraints or data flow hints, like
used in the approach above, are no longer needed. So

Figure 11: Execution profiles for different task group preplanning methods.
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the ‘static scheduling’ procedure becomes obsolete and
collapses into the calculation of each task’s priorities.

• The assignment of tasks can be done by arbitrary strate-
gies, maybe with or without consideration of the tasks’
priorities. Data affinity can be considered in the very
same way like it was done in ‘normal’ load balancing
strategies.
There are two issues, where dynamic load balancing

may exploit the precedence constraints: Between several
executable tasks the task with the highest priority can be
preferred, i.e. it gets the best processor or will be executed
earlier than others. Second, executable tasks can be hold
back or redirected elsewhere, because an announced, not
yet executable task with higher priority should get the pro-
cessor.

We implemented four ways to calculate the priorities of
dependent tasks:
• Predicted task size without look ahead. Each task gets a

priority equal to its estimated size.
• The group’s average task size is multiplied by the num-

ber of successor tasks. This rating is important, if no

accurate estimations can be made about the sizes of the
individual tasks.

• Priority is set according to the task’s exit path length
including its own size. This corresponds to the critical
path method (section 2).

• Priority is set to the weighted exit path length as
described in section 2.
The priorities assigned in this way can be exploited for

dynamic load balancing decisions in different fashion. We
compared several strategies for task election and server rat-
ing. The first step of the load balancing strategy, when it is
activated, is to select a task for assignment. There are two
implemented strategies for task selection:
• The most simple method is to take the oldest task, which

can be executed immediately.
• The second approach always assigns the executable task

with the highest priority to the best instance. No reserva-
tion for more important tasks that are not yet executable,
is made.
When all instances still have enough tasks in their local

queues to work continuously, it may be better to delay
assignment and hope that some higher prioritized task

Figure 12: Execution profiles for different task priority approaches.
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arrives as executable soon. We did not optimize the strat-
egy in this way, because in situations of heavy, fairly dis-
tributed load, load balancing is less important.

At least in multi user operation, but also in other situa-
tions, it can happen that low priority tasks starve in the
waiting queue, because there are always executable tasks
with higher priorities to assign. So it is absolutely neces-
sary to grow each tasks priority as he lies waiting for
assignment. Within our approach it is straightforward to
extend the original priority to the notion ofdynamic prior-
ity, because priority is measured in the unit of ‘work to be
done’ (number of instructions). We define the dynamic pri-
ority of an executable task in the central queue as its origi-
nal priority plus the amount of work that could have been
done since it is executable. This amount of missed work is
estimated by the task’s waiting time in the queue multiplied
by the average power of the processors.

The second step of load balancing action is to select the
best suited server for the favored task. Although the load
balancing environment allows to consider a variety of fac-
tors for this selection, we restricted attention to two strate-
gies:

• First Free assigns the task to some idle server. If several
servers are free, they are employed in round robin fash-
ion.

• Data Affinity hands the task to the idle server that has
most of the presumed data local available. If only one
server is idle, this strategy acts equivalent toFirst Free.
It is possible to force strict assignment, i.e. leave
instances unemployed, if they do not have enough of the
required data. In this scenario however, both version
yielded no significant progress, so we excluded them
from evaluation.
The results (figure 12) show that ignoring the prece-

dence constraints or just weighting tasks according to their
own size is not sufficient. For the task sizes are predicted
comparably accurate and significantly differ in size, the
number of successors also fails as base for priorities.

Comparing the results with the response times of the
previous section, where assignment was based on schedul-
ing, the more dynamic approach enables the same increase
of performance by considering precedence constraints.
Finally, we will look at the behavior of the strategies within
a multi user operation scenario. For sake of simplicity the

Figure 13: Multi user execution profiles for different task priority approaches.
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same parallel query was performed concurrently, each on a
disjoint set of relations. Figure 13 gives the execution pro-
files. The task numbers of the different applications are not
discernible in the figure, but in fact the load balancing strat-
egy calculates priorities separated for each task group. The
start-up phases that created the base relations, are also dis-
played as unnamed tasks, because they no longer appear at
the beginning altogether.

The diagrams show that in situations of concurrent task
group processing the advantages of dependency consider-
ation are even more evident. Again, prioritizing due to task
size without look ahead is worse than using no priorities at
all. The success of group preplanning in this scenario has
the following reason: While within a single application the
processing requirements almost appear level by level due to
the precedence constraints, so that they implicitly obey a
policy similar to highest level first scheduling (see section
2), concurrent applications - if dependencies are ignored -
often push tasks into time slots, where other applications
would need processing power for really important tasks.

8 Conclusions

This paper developed strategies for dynamic load bal-
ancing that exploit estimations about precedence relation-
ships and task sizes within small groups. The estimations
may be generated at run-time for a task group announce-
ment and can be exploited by dynamic load balancing later
as the executable tasks arrive. The additional information
can be used in connection with other current state informa-
tion. Measurements obtained from a parallel database appli-
cation within a workstation environment showed the
applicability and potential improvements of the suggested
concepts.

The concepts are derived from static scheduling, where
accurate knowledge of the tasks and their interdependen-
cies is assumed. Dynamic load balancing usually has to
deal with less look ahead information and greater devia-
tions from expected behavior. Therefore load balancing
decisions should be more conservative and stable. How-
ever, when exploiting task precedence constraints, even
derivations of 50% in task sizes can decimate the perfor-
mance gain. In consequence, the main goal of dynamic load
balancing remains to get statistical throughput improve-
ments and avoid serious load skew situations.
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