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My research has centered upon parallel computing, and more specifically
on improving (computer) performance and (human) productivity in parallel
programming. My choice of specific research topics and strategies is guided
by the following (admittedly subjective) axioms.

• The research must be Computer Science centered yet application oriented[83].
Centering one’s research on a particular application will typically not
lead to development of enabling technologies, applicable across a broad
variety of applications. At the same time, without application orien-
tation, one is in danger of developing tools and techniques that aren’t
useful to real applications. Using application benchmarks to demon-
strate CS techniques isn’t enough. So, one should develop core “en-
abling technologies” while focusing on full-fledged “real” applications,
via intensely collaborative interdisciplinary research.

• As the systems area of computer science is an engineering discipline,
it is necessary to embody the techniques developed as part of our
research into reusable software, and to make such software available
to other researchers/practitioners.

Consequently, my research has focused on developing the middle layers of
enabling technologies, with portability and data driven execution as the un-
derlying themes, with dynamic and irregular applications and environments
as the context, and with performance, scalability, and ease of programming
as the objectives. The following paragraphs summarize components of my
past and ongoing research.
Portability: In 1986-87, when the chare kernel [127, 128, 129, 130] (prede-
cessor to Charm) was being designed with the objective of providing porta-
bility, it was deemed an unrealistic objective, especially portability across
shared and distributed memory machines. Such portability is now passe.
Data driven objects: Data-driven execution ideas were at the basis of
data-flow machines proposed in the ’70s. Software-based data driven execu-
tion was used in several research projects, including Rediflow (parallel func-
tional languages), our own research [131] on parallel prolog and Agha’s elab-
oration of Hewitt’s Actor model. Chare kernel was one of the first pragmatic
(e.g. C based) data-driven (active) object based system; [127, 128, 129, 130]
it was available on most parallel machines of the day including worksta-
tion networks. [98] Other parallel object systems in that timeframe include
ABCL, ORCA, PC++, and UC++. One of the first parallel implementa-
tions of Actors (HAL, Houck and Agha, ICPP ’92) was developed on top of
Charm. The performance and modularity benefits of data driven execution
were systematically studied and demonstrated by us [132, 84, 80, 87]. We’ve
continued to elaborate and develop the Charm++ parallel object model,
which is at the foundation of much of our research. Beyond data driven
objects themselves, Charm++ concepts include object groups, information
sharing abstractions,[90] object-placement based load balancing [133] and



prioritized scheduling[85]. A more recent addition is object arrays [74, 61]
. Charm++ has been used extensively for developing applications by us
and others. Especially notable is a series of results in parallel VLSI CAD
applications obtained by Bannerjee and Ramkumar using Charm.
Run-time systems and multi-paradigm interoperability: It is diffi-
cult to persuade broad developer community to switch to a new paradigm(such
as Charm++). Further, different paradigms may be appropriate for differ-
ent components of a single application. We developed the Converse runtime
framework [76, 66] to address these issues. Converse provides interoper-
ability between multiple data-driven and multithreaded paradigms as well
as with traditional message passing paradigms. Converse is a component
based architecture, with components encapsulating commonly needed run-
time functionalities. As a result, to develop a portable run-time library for
a new paradigm on top of Converse becomes extremely easy. We imple-
mented more than ten such (interoperable) libraries, representing several
parallel programming languages and paradigms [66, 75].
Performance analysis and visualization tools: A parallel object lan-
guage such as Charm++ provides a wealth of information to the runtime
system about the behavior of the application program. Exploiting this, we
developed performance visualization and automatic performance analysis
techniques that can identify performance hurdles in an application [95, 69].
Going a step further, we developed closed-loop techniques [72, 73] that ana-
lyze the performance data from one run to generate a “hints” database that
is utilized by subsequent runs (or iterations) to improve performance.
Parallel molecular dynamics: A large fraction of my research effort dur-
ing the past few years was devoted to a collaborative project [134, 135, 10]
aimed at developing a scalable and efficient parallel molecular dynamics pro-
gram. The resultant program, NAMD [8], is a production quality program
used to produce over a dozen published results in biophysics. It is writ-
ten using Charm++, and uses Converse [63] to interoperate with libraries
written in other languages. We believe it is the fastest parallel molecular
dynamics program (speedup of 180 on 220 processors, not surpassed by any
other production quality program). Although it has required significant ef-
fort on our part to support the nitty-gritty of a real application, it has also
been a wellspring of ideas for Computer Science research.
Migrating objects and threads: To deal with unpredictable dynamic
behavior of many applications, it is necessary to adaptively move an appro-
priate fraction of work away from overloaded processors. Charm++ objects
provide a potential mechanism for this purpose. We’ve developed a frame-
work that supports object migration, as well as thread migration.
Dynamic and irregular applications in science and engineering: We
are developing a broad “multi-domain partitioning” approach for such ap-
plications, based on objects and the migration framework. Strategies for
detecting application-induced imbalances, and adaptively reacting to them
to restore efficiency are being developed [126]. Consistent with our philoso-
phy, these are being tested on applications in biophysics [65], rocket simu-
lation, and solidification of metals, in collaborative projects. We expect the
resultant framework to be a broadly applicable “enabling technology”.



Cluster computing: From early versions of Charm [130], we have tar-
geted workstation clusters for parallel computing. Technological advances
in recent years have given a new fillip to this area [62]. Based on the ob-
ject migration framework, we have developed strategies [61] for dealing with
extraneous load imbalances generated in a time shared cluster.
State-space search/non-numeric computations: One of the early suc-
cesses of our parallel object methodology was in the area of state-space
search. Based on the ideas of fine-grain prioritization, and scalable load bal-
ancing, we’ve obtained strong results [89] in state space search for any one
solution (which was a very difficult problem), iterative deepening, branch
and bound [85], and so on.
Web based interactive parallel programs: We have developed a client-
server interface that allows parallel programs to interact with outside world.
Building on this, we have developed a web interface [136, ?] that allows one
to attach to running parallel programs from a browser anywhere, monitor
its performance, debug it, and interact with it.
The citations numbers above refer to the publication list in the resume. Fur-
ther information about these topics can be obtained from http://charm.cs.uiuc.edu
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K. Schulten, and R. Kuffrin. MDScope-A visual COmputing Envi-
ronment for Structural Biology. Computer Physics COmmunications,
91:111–134, October 1995.



[16] John A. Board Jr., Laxmikant V. Kale, Klaus Schulten, Robert D.
Skeel, , and Tamar Schlick. Modeling biomolecules: Large sclaes,
longer durations. IEEE Computational Science & Engineering, 1:19–
30, Winter 1994.

[17] David Sehr, L.V. Kale, and David A. Padua. Loop transformation
for prolog programs. In Lecture Notes in Computer Science, pages
374–389. Springer Verlag, 1993.
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[60] Milind Bhandarkar and L. V. Kalé. A Parallel Framework for Explicit
FEM. In M. Valero, V. K. Prasanna, and S. Vajpeyam, editors, Pro-
ceedings of the International Conference on High Performance Com-



puting (HiPC 2000), Lecture Notes in Computer Science, volume 1970,
pages 385–395. Springer Verlag, December 2000.

[61] Robert K. Brunner and Laxmikant V. Kalé. Adapting to load on
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[127] L. V. Kalé and W. Shu. The Chare Kernel language for parallel pro-
gramming: A perspective. Technical Report UIUCDCS-R-88-1451,
Department of Computer Science, University of Illinois, August 1988.
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[133] W. W. Shu and L. V. Kalé. A dynamic load balancing strategy for
the Chare Kernel system. In Supercomputing89 [164], pages 389–398.

[134] John A. Board Jr., Laxmikant V. Kale, Klaus Schulten, Robert D.
Skeel, , and Tamar Schlick. Modeling biomolecules: Larger scales,
longer durations. IEEE Computational Science & Engineering, 1:19–
30, Winter 1994.

[135] M. Nelson, W. Humprey A. Gursoy, A. Dalke, L.V. Kalé, R. Skeel,
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[139] L.V. Kalé and Sanjeev Krishnan. Charm++ : A portable concurrent
object oriented system based on C++. In Proceedings of the Con-
ference on Object Oriented Programmi ng Systems, Languages and
Applications, September 1993.

[140] Tamar Schlick, Robert Skeel, Axel Brünger, Laxmikant Kalé, John A.
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[143] B. Ramkumar and L.V. Kalé. A join algorithm for combining AND
parallel solutions in AND/OR parallel systems. International Journal
of Parallel Processing, 1992.
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Software developed and distributed via the web

• Charm++ : parallel object language, as a C++ library

• Converse: Portable parallel runtime framework:

• NAMD: Parallel Molecular Dynamics program (available from : http://ks.uiuc.edu).

• Master-slave library, with a sophisticated load balancer.

• mdPerl: parallel Perl based on Converse

• Tempo: message passing with user level threads.



• Generic branch-and-bound : A C++ class library that supports tem-
plate based implementation of the parallel branch and bound algo-
rithm, on top of Charm++ with prioritized load balancing.

• A “standard library” of parallel components, built on top of Converse,
and Charm++; In progress.

All the above software, except NAMD, is distributed from http://charm.cs.uiuc.edu.


